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Although large language models (LLMs) have demonstrated remarkable code-generation ability, they still
struggle with complex tasks. In real-world software development, humans usually tackle complex tasks
through collaborative teamwork, a strategy that significantly controls development complexity and enhances
software quality. Inspired by this, we present a self-collaboration framework for code generation employing
LLMs, exemplified by ChatGPT. Specifically, through role instructions, (1) Multiple LLM agents act as distinct
“experts,” each responsible for a specific subtask within a complex task; (2) Specify the way to collaborate
and interact, so that different roles form a virtual team to facilitate each other’s work, ultimately the virtual
team addresses code generation tasks collaboratively without the need for human intervention. To effectively
organize andmanage this virtual team, we incorporate software-development methodology into the framework.
Thus, we assemble an elementary team consisting of three LLM roles (i.e., analyst, coder, and tester) responsible
for software development’s analysis, coding, and testing stages. We conduct comprehensive experiments on
various code-generation benchmarks. Experimental results indicate that self-collaboration code generation
relatively improves 29.9–47.1% Pass@1 compared to the base LLM agent. Moreover, we showcase that self-
collaboration could potentially enable LLMs to efficiently handle complex repository-level tasks that are not
readily solved by the single LLM agent.

CCS Concepts: • Software and its engineering→ Software creation and management; • Computing
methodologies→ Artificial intelligence;
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1 Introduction
Code generation aims to generate code that satisfies human requirements expressed in the form of
some specification. Successful code generation can improve the efficiency and quality of software
development, even causing changes in social production modes. Therefore, code generation has
been a significant research hotspot in the fields of artificial intelligence (AI), natural language
(NL) processing, and software engineering. Recently, code generation has made substantial ad-
vancements in both academic and industrial domains [8, 16, 30, 49]. In particular, large language
models (LLMs) have achieved excellent performance and demonstrate promising potential on
code generation tasks [15, 18, 38, 64].1

Nonetheless, generating correct code for complex requirements poses a substantial challenge,
even for experienced human programmers. Intuitively, humans, as social beings, tend to rely
on collaborative teamwork when encountering complex tasks. Teamwork through division of
labor (DOL), interaction, and collaboration to solve complex problems, has been theorized to
play an important role in dealing with complexity, as posited in both teamwork theory [5, 26] and
software engineering practice [4, 13, 34]. The benefits of collaborative teamwork are manifold: (1) It
breaks down complex tasks into smaller subtasks, making the entire code generation process more
efficient and controllable. (2) It assists with error detection and quality control. Team members can
review and test the generated code, providing feedback and suggestions for improvement, thus
reducing potential errors and defects. (3) It ensures that the generated code is consistent with the
expected requirements. Team members can offer different viewpoints to solve problems and reduce
misunderstandings.

A straightforward way to implement collaborative teamwork entails training different models
to handle the corresponding subtasks, subsequently conducting joint training to foster mutual
understanding of behaviors to assemble them into a team [48]. However, this training approach is
costly, especially for LLMs. The scarcity of relevant training data further exacerbates the difficulty
of achieving collaborative code generation. Revolutionary advancements in artificial general intelli-
gence, especially LLMs represented by ChatGPT [39], provide a turning point. These LLMs perform
commendably across tasks in various stages of software development, laying the groundwork for
DOL. Furthermore, LLMs use language as the foundation for input and output and align with
human needs through instructions or prompts, offering the potential for inter-model interaction
and collaboration.

To this end, we propose a self-collaboration framework aimed at guiding LLMs to collaborate
with themselves, thereby dealing with complex requirements and boosting the performance of
code generation. This framework is divided into two parts: DOL and collaboration, both of which
are dominated by role instructions. First, role instructions achieve DOL by allocating specific roles
and responsibilities to LLMs. This strategy enables LLMs to think about and tackle tasks from the
standpoint of the roles they play, transforming the original LLMs into domain “experts,” as shown
in Figure 1. Second, role instructions control the interaction between roles, allowing otherwise
isolated roles to form a virtual team and facilitate each other’s work.

To promote efficient collaboration, we introduce software-development methodology (SDM)
into a self-collaboration framework. SDM provides a set of clearly defined stages, principles, and
practices that serves to organize and manage teams effectively, ultimately controlling development
complexity and improving software quality [1, 46]. Following SDM, we instantiate an elementary
team composed of three roles (i.e., analyst, coder, and tester) to achieve this goal. These roles
adhere to an SDM-defined workflow where the stages of analysis, coding, and testing are performed
sequentially, with each stage providing feedback to its predecessor. Specifically, the analyst breaks

1Our implementation is available at https://github.com/YihongDong/Self-collaboration-Code-Generation
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Fig. 1. An example of role-playing. Through role-playing, LLM transforms into an expert within a specific
domain, delivering a professional-perspective response to the same requirement.

down requirements and develops high-level plans for guiding the coder; the coder creates or
improves code based on the plans or the tester’s feedback; the tester compiles test reports based on
the coder’s outcome and documents any issues found during testing. We employ three ChatGPT2

agents to respectively play the three roles through role instructions, and then they collaborate to
address code generation tasks under the guidance of self-collaboration framework. The primary
contributions of our work can be summarized as follows:

(1) We propose a self-collaboration framework with role instruction, which allows LLM agents
to collaborate with each other to generate code for complex requirements.

(2) Following SDM, we instantiate an elementary team, which comprises three LLM roles (i.e.,
analyst, coder, and tester) responsible for their respective stages in the software development
process.

(3) Building on self-collaboration framework, the virtual team formed by ChatGPT (GPT-3.5)
can achieve significant improvements compared to the single LLM agent on multiple code-
generation benchmarks.

(4) In some real-world scenarios, self-collaboration code generation exhibits notable effectiveness
on more complex code generation tasks (such as repository-level code generation) that are
challenging for the single LLM agent.

2 Self-Collaboration Framework
Our self-collaboration framework consists of two parts: DOL and collaboration, which is shown
in Figure 2 (left). Given a requirement G , we propose to perform self-collaboration with LLMs to
generate the output ~. The task is defined as T : G → ~.

2.1 DOL
In DOL part, we leverage prior knowledge to decompose the process of solving a complex task into
a series of stages T ⇒ {S8 };8=1 and construct some distinct roles {' 9 }<9=1 based on {S8 };8=1. Each
stage S8 can be processed by one or more roles '′

9B .
3

It is widely acknowledged that LLMs are sensitive to context, as they are trained to predict
subsequent tokens based on preceding ones. Consequently, it is prevalent to control LLM generation
using instructions or prompts [11, 40, 41]. In order to achieve DOL, we craft a specific type of

2The ChatGPT referenced throughout our article defaults to the GPT-3.5 version.
3In our self-collaboration framework, each stage is managed by a specific type of roles, but the number of roles within that
type can vary. The order of the stages determines the sequence in which different types of roles are executed, but the roles
within a single stage operate in parallel.
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Fig. 2. Self-collaboration framework for code generation and its instance.

instruction to assign roles and responsibilities to LLMs, which we refer to as role instructions.
Specifically, we ask an LLM to act as a particular role that has a strong correlation with its respon-
sibilities. Furthermore, we need to convey the detailed tasks, i.e., responsibilities, this role should
perform. In general, a clear and unverbose task description in the instruction could lead to LLM’s
behavior being more in line with your expectations. One case where it may not be necessary to
outline a role’s responsibilities is when the DOL is common enough that matching roles can be
found in reality.

Through role-playing, we can effectively situate LLMwithin a specific domain, thereby eliciting its
expertise within that domain. Our empirical evidence suggests that this role-playing approach yields
superior results compared to directly engaging the LLM in the task without a pre-defined contextual
setting. Thus, role-playing can be harnessed as an efficient tool to enhance the performance of the
LLM in specialized tasks.

Note that the role instruction only needs to be provided once at the initialization of each
LLM agent to provide specific guidance on its behavior throughout subsequent interaction, thus
enhancing the overall efficiency and clarity in collaboration.

2.2 Collaboration
After assigning roles to LLMs in DOL part, roles interact their outputs with other roles as the stages
progress, refining the work and ensuring an accurate and thoughtful output ~. In collaboration part,
we focus on facilitating effective interactions among distinct roles to ensure that they mutually
enhance each other’s work.

The interaction among roles occurs in the form of NL, which is supported by the foundational
aspects of the language model. We specify the role, information, and format that each role interacts
with in role instructions, which allows the whole process of collaboration to be well controlled.
The collaboration part can be formalized as follows:

argmax
BC

% (BC |B{<C }, '< ((C ) , G), (1)
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Algorithm 1: Pseudocode of Self-Collaboration Framework
Require: Requirement G , Task T , and LLM M.
Ensure: Output ~.

# DOL Part
1: Initial Stages {S8 };8=1 according to task T .
2: Initial Roles {' 9 }<9=1 for LLMs M′B based on stages {S8 };8=1 and role instructions.

# Collaboration Part
3: Initial blackboard B and index C .
4: repeat
5: Obtain B{<C } from B.
6: Sample BC via Equation (1).
7: Add BC to B.
8: Compute ~C via Equation (2).
9: Update ~ and C .

10: until End condition is satisfied
11: return ~

where BC is the output of stage SC , B{<C } indicates the prerequisite-stage outputs of SC ,4 and '< ((C )
represents the role corresponding to SC . We consider the computation of % (BC |B<C , '< ((C ) , G) as the
collaboration, wherein role '< ((C ) collaborates with the roles of each preceding stage to generate
BC . Output ~ is iteratively updated along with the progression of SC :

~C = 5 (BC , ~<C ), (2)

where 5 is an update function. Once the end condition is satisfied,5 the final output ~ is derived. To
coordinate collaboration between different roles, we set up a shared blackboard [37], from which
each role exchanges the required information to accomplish their respective tasks BC via Equation
(1). The pseudocode of our self-collaboration framework is outlined in Algorithm 1.

3 Instance
We introduce the classic waterfall model [43] from SDM into self-collaboration framework to make
the teamwork for code generation more efficient. Specifically, we design a simplified waterfall model
consisting of three stages, i.e., analysis, coding, and testing, as an instance for a self-collaboration
code generation. The workflow of this instance follows the waterfall model flowing from one stage
to the next, and if issues are found, it returns to the previous stage to refine. Thus, we establish an
elementary team, comprising an analyst, coder, and tester, responsible for the analysis, coding, and
testing stages, as illustrated in Figure 2 (right). These three roles are assigned the following tasks:
Analyst. The goal of the analyst is to reduce the difficulty of coding by abstracting and decom-

posing the task from a high-level, rather than delving into the details of the implementation. Given
a requirement G , the analyst breaks G down into several easily solvable subtasks to facilitate the
division of functional units and develops a high-level plan to guide the coder in writing the code.

4Note that our self-collaboration framework can be parallelized if the relationship between stages {S8 };8=1 is not a
straightforward linear relationship. In other words, if one stage does not depend on the results of another stage, then they
can be executed in parallel. A specific scenario is that in a software development project including front-end, back-end, and
database development, the analysis stage only needs to define the interface in advance and the corresponding coding stages
can be carried out in parallel.
5The end condition is defined by prior knowledge, and an example can be found in the last paragraph of Section 3.
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Fig. 3. An example of role instruction for coder in the instance of self-collaboration framework.

Coder. As the central role of this team, the coder is responsible for writing the code, but its work
is carried out with the assistance and supervision of the analyst and tester. Thus, we assign two
responsibilities to the coder: (1) Write code that fulfills the specified requirements, adhering to the
plan provided by the analyst. (2) Repair or refine code, taking into account the feedback of test
reports feedbacked by the tester.
Tester. The tester is responsible for inspecting the code and generating a test report on various

aspects of functionality, readability, and maintainability to help the coder improve the quality of its
code. Rather than directly introducing a compiler and test cases to execute the code, we use the
model to simulate the testing process and produce test reports, thereby avoiding external efforts.

We customize role instructions for LLMs (exemplified by ChatGPT) to play the three roles. The
role instruction includes not only the role description (role and its responsibilities) but also the
team description and the user requirements, which will work together to initialize the ChatGPT
agent, thereby setting the behavior of ChatGPT. An example of role instruction for coder is shown
in Figure 3. In addition, interactions occur between roles responsible for two successive stages, and
we limit the maximum interaction (MI) to =. We update the output ~C only when the stage (C is
coding, and this workflow terminates upon = is reached or the tester confirms that no issues persist
with ~C . When dealing with ~C composed of multiple components, it is recommended to ask LLMs
to generate outputs in JavaScript Object Notation format directly, which can reduce omissions and
enhance the quality of generation outputs.

4 Evaluation
We aim at answering the following research questions (RQs):

—RQ1: What is the performance of self-collaboration approach compared to the various baselines
on public code-generation benchmarks?

ACM Transactions on Software Engineering and Methodology, Vol. 33, No. 7, Article 189. Publication date: September 2024.
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—RQ2 : What is the effect of roles in self-collaboration? Specifically, it can be divided into three
questions: (1) What is the contribution of each role in the virtual team? (2) What is the effect
of other virtual teams? (3) What is the effect of role-playing?

—RQ3: What is the performance of self-collaboration based on different LLMs, especially the
most powerful LLM GPT-4?

—RQ4: What is the impact of interaction numbers for self-collaboration?
—RQ5: What are the results of more detailed analysis (specifically, error analysis and cost
analysis) for self-collaboration?

—RQ6: How does self-collaboration work in repository-level software development scenarios
and how does it perform?

4.1 Experiment Setup
4.1.1 Benchmarks. We perform a comprehensive evaluation on six code-generation benchmarks

to demonstrate the efficacy of self-collaboration. In addition, we also collect several projects in
real-world development environments to showcase the excellent performance of self-collaboration
on more complex code generation tasks.

—MBPP (sanitized version) [3] contains 427 manually verified Python programming tasks,
covering programming fundamentals, standard library functionality, and more. Each task
consists of an NL description, a code solution, and three automated test cases.

—HumanEval [8] consists of 164 handwritten programming tasks, proposed by OpenAI. Each
task includes a function signature, NL description, use cases, function body, and several unit
tests (average 7.7 per task).

—MBPP-ET and HumanEval-ET [14] are extended versions of MBPP and HumanEval with over
100 additional test cases per task. This updated version includes edge test cases that enhance
the reliability of code evaluation compared to the original benchmark.

—APPS [20] consists of problems collected from different open-access coding websites such
as Codeforces, Kattis, and more. Problems are more complicated, as the average length of a
problem is 293.2 words (about 5–25 times higher than preceding benchmarks). Each problem
has multiple specifically designed test cases, and the average number of test cases is 21.2.

—CoderEval [61] contains four types of code in addition to the standalone code, i.e., Plib-depend,
Class-depend, File-epend, and Project-depend, to simulate the dependencies in real-world
development.

4.1.2 Baselines. In this article, we compare self-collaboration with three kinds of baselines:
LLMs customized for code, generalist LLMs, and prompting approaches.

(1) LLMs customized for code represent the LLMs specifically designed to solve code generation tasks
and optimized on a large amount of code data, which helps to locate the performance level of our
approach. This kind of baseline includes:

—AlphaCode (1.1B) [30] is a transformer-based code generation model, which is trained on
selected public codes before July 14, 2021, and can solve some basic code generation problems.

— Incoder (6.7B) [18] is a unified generation model that allows left-to-right code generation and
code infilling/editing by the causal mask language modeling training objective.

—CodeGeeX (13B) [64] is a large-scale multilingual code generation model with 13 billion
parameters, pre-trained on a large code corpus of more than 20 programming languages.

—StarCoder (15.5B) [29] is a Code LLM trained on permissively licensed data from GitHub,
including from 80+ programming languages, Git commits, GitHub issues, and Jupyter note-
books.

ACM Transactions on Software Engineering and Methodology, Vol. 33, No. 7, Article 189. Publication date: September 2024.
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—CodeGen (16.1B) [38] is an LLM trained on NL and programming data for conversation-based
program synthesis. In this article, we employ the CodeGen-Multi version.

—PaLM Coder (540B) [10] is finetuned from PaLM 540B on code, where PaLM uses a machine
learning system, named Pathways, that enables highly efficient training of LLMs across
thousands of accelerator chips.

—CodeX (175B) [8], also known as code-davinci-002, is fine-tuned from davinci 175B [6] on
multilingual code data with code-completion tasks. CodeX is also the backbone model that
powers Copilot [19] (a well-known commercial application).

—CodeX (175B) + CodeT [7] is a previous state-of-the-art (SOTA) approach before GPT-4.
CodeT employs LLMs to automatically generate test cases for code samples. It executes code
samples with these test cases and conducts a dual execution agreement, taking into account
output consistency against test cases and output agreement among code samples.

—CodeLlama (34B) [45] is an open foundational model for code generation tasks, derived from
continuous training and fine-tuning based on Llama 2 [55].

(2) Generalist LLMs represent the LLMs that are trained on data widely collected from Internet and
show strong performance on a variety of tasks, which are used as the base model of our approach. This
kind of baseline includes:

—ChatGPT [39] is a sibling model to InstructGPT [42], which is trained to follow an instruction
in a prompt and provide a detailed response. We access ChatGPT through OpenAI’s API.
Since ChatGPT receives regular updates, we employ a fixed version “gpt-3.5-turbo-0301” as
our base model, which will not receive updates, to minimize the risk of unexpected model
changes affecting the results.

—GPT-4 [40] is a large-scale, multimodal model which can accept image and text inputs and
produce text outputs. GPT-4 exhibits human-level performance on various benchmarks.

(3) Prompting approaches here represent the general prompting approaches as well as those specifi-
cally designed for code generation, representing a category of our related work. This kind of baseline
includes:

—Chain-of-thought (CoT) [57] generates a chain of thought for each question and then
generates the corresponding code. For CoT, we use the instruction “Let’s think step by step.”
[27] to implement it.

—Self-planning [23] and Self-debugging [9] teach LLMs to perform planning and debugging
with few-shot prompting. We use the prompts provided in their original papers to implement
them.

— Iter-improving is a baseline approach proposed in this article, which considers allowing the
base model to continuously improve the generated code until it can no longer be modified.
This approach is used to demonstrate that the effectiveness of our method is not solely due to
multiple improvements to the output of LLMs. We use the instruction “Please improve this
code” to implement iter-improving, and the maximum number of iterations is set to 10.

4.1.3 Evaluation Metric. In this article, we mainly focus on Pass@1: the probability that the
model solves the problem in one attempt, since in real-world scenarios we usually only consider one
generated code. We adopt the unbiased variant of Pass@1 [8] to measure the functional correctness
of top-1 generated codes by executing test cases, which can be formulated as:

Pass@1 = E
Problems

[
j (generated code)

]
, (3)

ACM Transactions on Software Engineering and Methodology, Vol. 33, No. 7, Article 189. Publication date: September 2024.



Self-Collaboration Code Generation via ChatGPT 189:9

Table 1. Comparison of Self-Collaboration and Baselines

Approach HumanEval HumanEval-ET MBPP MBPP-ET

LLMs Customized for Code
AlphaCode (1.1B) [30] 17.1 - - -
Incoder (6.7B) [18] 15.2 11.6 17.6 14.3
CodeGeeX (13B) [64] 18.9 15.2 26.9 20.4
StarCoder (15.5B) [29] 34.1 25.6 43.6 33.4
CodeGen-Mono (16.1B) [38] 32.9 25.0 38.6 31.6
PaLM Coder (540B) [10] 36.0 - 47.0 -
CodeLlama (34B) [45] 48.2 36.8 55.9 42.1
CodeX (175B) [8] 47.0 31.7 58.1 38.8
CodeX (175B) + CodeT [7] 65.8 51.7 67.7 45.1
Generalist LLMs
ChatGPT (GPT-3.5) [39] 57.3 42.7 52.2 36.8
GPT-4 [40] 67.6 50.6 68.3 52.2
Prompting Approaches
Zero-shot CoT [57] 44.6 37.2 46.1 34.8
Self-planning [23] 65.2 48.8 58.6 41.5
Self-debugging [9] 61.6 45.8 60.1 52.3
Iter-improving 55.5 46.3 45.7 32.8
Ours 74.4 (↑ 29.9%) 56.1 (↑ 31.4%) 68.2 (↑ 30.7%) 49.5 (↑ 34.6%)

The green highlights indicate the improvements in comparison to ChatGPT (GPT-3.5). Bold values denote the best
performance.

where E
Problems

denotes the expectation of all problems and j is an indicator function that outputs 1

if generated code passes all test cases of the corresponding problem, otherwise 0.

4.1.4 Implementation Details. For self-collaboration and all prompting approaches, we employ
ChatGPT as the base model. We access ChatGPT using the “gpt-3.5-turbo” API with fixed version
“0301,” which will not receive updates. For self-collaboration, the maximum number of interactions
between roles is limited to 4. In all experiments, we set max tokens to 512 and temperature to 0 for
code generation. We only reference the results reported in their original papers for AlphaCode (1.1B)
[30] and PaLM Coder (540) [10], which are inaccessible to us. The results of all other baselines are
evaluated under the same settings of self-collaboration for fairness. All these results are comparable
with the results reported in their original paper.

4.2 RQ1: Self-Collaboration vs. Baselines
We compare self-collaboration with baselines in the “NL + signature + use cases” setting,6 as
shown in Table 1. Experimental results show that self-collaboration code generation based on
ChatGPT (GPT-3.5), with a three-person team (including analysts, coders, and testers), achieves
SOTA performance across the four code generation benchmarks. When compared to ChatGPT,
the improvement offered by our framework is substantial, with a relative increase ranging from
6This setting provides requirements, function signature, and use cases as input to generate code. which is commonly used
for baselines, so we also adopt this setting for comparison. However, using only requirements (NL-only) as input is more
consistent with real-world development scenarios and more challenging. Therefore, in other experiments, we use the
“NL-only” setting if not specified. Detailed discussions can be found in Appendix B.
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Table 2. The Performance of Self-Collaboration Code
Generation on APPS

Approach Competition Interview

CodeX (175B) + CodeT [7] 2.2 8.1
ChatGPT (GPT-3.5) [39] 1.2 6.8
Ours 3.4 (↑ 183.3%) 10.7 (↑ 57.4%)

The green highlights indicate the improvements in comparison to ChatGPT
(GPT-3.5). Bold values denote the best performance.

Table 3. The Performance of Self-Collaboration Code Generation on CoderEval

Approach Standalone Plib-Depend Class-Depend File-Depend Project-Depend Average

ChatGPT (GPT-3.5) 35.87 21.43 8.73 16.91 9.57 19.82
Ours 47.63 38.1 21.82 20.59 13.04 29.14 (↑ 47.1%)

Bold values denote the best performance.

29.9% to 34.6%. It is noteworthy that the self-collaboration code generation yields more significant
improvements on the datasets associated with extended test cases, namely HumanEval-ET and
MBPP-ET. This suggests that our self-collaboration framework can effectively assist base LLMs in
generating reliable code. This enhancement may be attributed to the collaborative team’s ability to
consider a wider range of boundary conditions and address common bugs.

Compared to zero-shot CoT, Iter-improving, and two concurrent works (self-planning and self-
debugging), self-collaboration also performs significantly better than these prompting baselines.
It is worth mentioning that CoT is a successful prompting technique that solves the reasoning
problem by generating intermediate reasoning steps, but CoT is not suitable for code generation
[23, 53]. We find that the performance of Iter-improving is usually lower than the single LLM agent
with ChatGPT except for HumanEval-ET. This is because ChatGPT tends to optimize for edge test
cases. While this helps in HumanEval-ET, it sometimes leads to unnecessary modifications of the
correct edge cases. Such adjustments might be safer in some scenarios, like throwing exceptions,
but deviate from expected output.

We evaluate self-collaboration on a more algorithmically intricate benchmark, namely, APPS.
This benchmark comprises three levels of difficulty: introductory, interview, and competition. In
this experiment, we select the first 1,000 code generation tasks from the most challenging two
levels: interview and competition. Following the settings in CodeT [7], we use NL in APPS as a
comment and then concatenate the signature “def solution(stdin : str) → str :” as input to the model.
Experimental results shown in Table 2 indicate that self-collaboration enhances the performance of
ChatGPT substantially and exceeds the performance of the previous SOTA approach CodeX (175B)
+ CodeT [7].

To evaluate self-collaboration on a more challenging and realistic benchmark, we conduct
experiments on CoderEval [61] based on ChatGPT (GPT-3.5), following the settings in its paper. As
shown in Table 3, self-collaboration code generation substantially outperforms the single ChatGPT,
achieving relative improvements of 47.1% on Pass@1.

4.3 RQ2: The Effect of Roles in Self-collaboration
We investigated code generation relying solely on NL descriptions. In this setting, we explore the
effect of roles in self-collaboration in three ways: (1) Conducting ablation studies with the three-
roles team we assembled (analyst, coder, and tester). (2) Exploring alternative team configurations,
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Table 4. Effectiveness of ChatGPT Roles in Self-Collaboration Code Generation

Roles HumanEval HumanEval-ET

Ablation of Roles
Coder 45.1 35.3
+ Analyst 54.9 (↑ 21.8%) 45.2 (↑ 28.1%)
+ Tester 56.8 (↑ 26.0%) 45.2 (↑ 28.1%)
+ Analyst + Tester 63.5 (↑ 40.8%) 51.9 (↑ 47.1%)
Different Team Configurations
Analyst + Coder + Tester + Compiler 64.6 50.0
Driver + Observer (Pair Programming) 57.4 44.6
The Role of Role-Playing
Few-shot Prompting (four-shot) 58.1 47.5
Instruction (zero-shot) 60.0 47.5
Role Instruction (Ours) 64.4 51.9

We sample four HumanEval tasks to construct examples for few-shot prompting, which are
excluded in evaluations of “The Role of Role-playing.”
The green highlights indicate the improvements in comparison to Coder. Bold values denote
the best performance.

i.e., a team incorporating a compiler, and a team of pair programming. The team with the compiler
constructs the use cases in HumanEval as public test cases and obtains the execution results through
compiler to help the tester generate reports. In the team with pair programming, we use a two-agent
team of driver and observer for code generation. (3) Implementing the analysis, coding, and testing
phases directly without role-playing to validate the role of role-playing. To implement these tasks,
we used both instruction and few-shot prompting strategies. Instruction (zero-shot), which involves
instructions with the role-playing component excised, and few-shot prompting, which provides
examples demonstrating the tasks of analyzing, coding, and testing. Details of instructions and
prompts are provided in Appendix F. The experimental results are shown in Table 4.

First, the results show that the performance substantially improves when compared to employing
only the coder role after forming a team, regardless of whether it is a two-role or three-role team.The
coder-analyst-tester team achieved the best results on HumanEval and HumanEval-ET benchmarks,
with relative improvements of 40.8% and 47.1%, respectively.

Second, we find that the performance of “Analyst + Coder + Tester + Compiler” is comparable to
that of “Analyst + Coder + Tester.” The reason may be that some mistakes can already be resolved
by the tester without relying on the complier’s results. Moreover, the team of pair programming
is superior to the single LLM agent, but still performed slightly worse compared to the team of
“Analyst + Coder + Tester.”

Third, the results show that role-playing approach substantially outperforms the baselineswithout
role-playing. We suppose that the possible reason for the better performance of role-playing LLMs
is that it provides a specific context that constrains the generation space of LLMs, making it reason
within the constraints of the scenario, generating responses that align with the perspectives that
LLM in that role might have. Therefore, role-playing serves to evoke the latent abilities of LLMs
instead of directly improving LLM’s abilities. Moreover, in two scenarios without role-playing,
we observe that instruction (zero-shot) is slightly better than few-shot prompting. We identified
two potential factors that could lead to this observation. (1) Few-shot prompting may bias the
LLMs’ understanding of human intent due to the limited selection of examples that might not fully
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Fig. 4. Self-collaboration capacities of different LLMs.

Table 5. The Performance of Self-Collaboration Code Generation with GPT-4

Approach HumanEval HumanEval-ET MBPP MBPP-ET

GPT-4 [40] 67.7 (67.0) 50.6 68.1 49.2
GPT-4 + Self-collaboration 90.2 70.7 78.9 62.1

The result in parenthesis is reported on the GPT-4 technical report [40].

reflect intent. (2) The long prompt (about 14 times the instruction length in the experiment) used in
few-shot prompting could hinder the LLMs’ effective extraction of relevant information.

4.4 RQ3: Self-Collaboration on Different LLMs
In addition to ChatGPT, we apply self-collaboration to seven open-source LLMs, including Fastchat-
3B [32], ChatGLM-6B [54], MPT-7B [36], Vicuna-7B/13B [33], HuggingChat-30B [21], and
Dromedary-65B [22], and the most powerful LLM GPT-4 [40]. Our objective is to evaluate the
efficacy of self-collaboration in tackling complex tasks, specifically those challenging for the single
LLM agent. For such tasks on HumanEval, we employ the self-collaboration strategy as the solution.
As illustrated in Figure 4, the coding ability of chat-based LLMs generally exhibits an increasing
trend with the enlargement of model sizes. The self-collaboration capability starts to manifest
itself around the 7B parameters and subsequently continues to escalate, serving to evoke latent
intelligence within LLMs.

For themost powerful LLMGPT-4, we conduct additional experiments to evaluate self-collaboration
code generation based on GPT-4, following the settings in the GPT-4 technical report [40]. The
experimental results are shown in Table 5, and we can find that the enhancement effect of self-
collaboration on GPT-4 is significant.

To figure out the abilities required for self-collaboration, we conduct experiments on a series
of models including CodeLlama 7B and 34B [45], Llama2 [55] (the base model of CodeLlama) and
their Instruct version (model with instruction tuning). As illustrated in Figure 5, the enhancement
observed in Llama2-7B using self-collaboration falls short when compared to CodeLlama-7B. This
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Fig. 5. Self-collaboration capacities of CodeLlama series.

discrepancy emphasizes the critical role of domain-specific expertise.The performance improvement
of the Instruct version using self-collaboration generally exceeds that of the original version,
highlighting the significance of in-context learning capabilities. Furthermore, the advancement
in CodeLlama-34B using self-collaboration eclipses that of CodeLlama-7B on both two versions,
underscoring the importance of reasoning abilities. Therefore, self-collaboration may require the
following abilities for LLMs, including strong domain-specific expertise ability for role-playing,
strong in-context learning ability to follow instructions, and strong reasoning ability to solve
problems effectively.

4.5 RQ4: The Effect of Interaction
To evaluate the impact of interaction on self-collaboration code generation, we control the MI
between roles in this experiment, with the results shown in Table 6. The MI value equal to zero
signifies a complete absence of interaction between the roles involved. This means that the code
generated by a particular coder does not receive feedback from other roles, so the result is the same
as employing a coder only. The MI value increases from 0 to 1 for the most significant performance
improvement. This result shows that for these four benchmarks, our approach solves most of the
tasks within two rounds (i.e., one round of interaction). The continued increase in the MI value
beyond the initial round yields diminishing returns in terms of improvement; however, there is
still a consistent enhancement observed. This suggests that more complex tasks are undergoing
continuous improvement. In general, higher MI values yield better outcomes. Nonetheless, due to
the maximum token constraint of ChatGPT, our exploration was limited to the MI value from 1 to
4 rounds.

4.6 RQ5: Analysis for Self-Collaboration
In this section, we further analyze the errors generated by self-collaboration and the cost of
self-collaboration compared to other prompting approaches.

4.6.1 Error Analysis. To deepen the understanding of error modes for self-collaboration, we
conducted a qualitative error analysis. OnHumanEval dataset, we classify tasks into three categories:
the first category includes tasks that can be correctly generated by the coder; the second category
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Table 6. The Effect of MI for Self-Collaboration Code
Generation

MI HumanEval HumanEval-ET MBPP MBPP-ET

0 45.1 35.3 47.5 34.3
1 60.4 50.7 53.0 38.0
2 62.2 50.7 54.1 38.5
4 63.5 51.9 55.5 40.8

Fig. 6. Error analysis for self-collaboration.

includes tasks that cannot be correctly generated by the coder itself but can be generated correctly
through introducing self-collaboration; and the third category includes tasks that cannot be correctly
generated even with self-collaboration. By manually checking the tasks in the third category, we
attribute the responsibility for generating errors to different roles and further subdivide the types
of errors in Figure 6. From the findings, it is evident that the predominant error originates from the
coder. This error is inherently tied to the performance of the base model. However, the introduction
of self-collaboration markedly improves the quality of code generation, where 18.4% of tasks
unpassed by coders are corrected by self-collaboration. Moreover, the errors caused by the analyst
mainly stem from ambiguous or incomplete requirement descriptions, which cannot be solely
attributed to the analyst. Remedying this issue can be alleviated by providing more precise and
complete requirement descriptions or incorporating a small amount of human guidance. On the
other hand, errors associated with testers predominantly result from exception handling. These
adjustments usually do not introduce new errors and tend to enhance the safety of the program.
However, they may cause some instances to throw an error instead of returning a value, thus failing
the test case.

In addition to the preceding problems, the probability of deviating from the requirements caused
by the additional introduction of the analyst and tester is less than 1%, so the whole system is
relatively reliable.

4.6.2 Cost Analysis. As illustrated in Figure 7, we measure the cost (prompt tokens + generated
tokens) and performance of self-collaboration, coder, and other prompting approaches, where we
normalize the cost of coder as 1. The experimental results indicate that the improvement of the
self-collaboration approach is significant, and its token usage is moderate among all prompting
approaches. However, considering the high labor expenses of software development teams, the
cost-effectiveness of self-collaboration is obvious.
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Fig. 7. Performance and cost of self-collaboration compared to baselines.

4.7 RQ7: Case Study
We conduct case studies to qualitatively evaluate the performance of our approach. Our study
mainly focuses on two kinds of cases. The first is a relatively simple requirement for function-level
code generation, which aims to demonstrate the workflow of our virtual team. The second involves
a more complex real-world requirement, specifically asking model to create a project in Python,
which is a high-level requirement similar to a user story. The extended case study can be found in
Appendix D.

4.7.1 Workflow. We illustrate the workflow and performance of self-collaboration on HumaneE-
val benchmark. A case study is presented in Figure 8, which exemplifies how the three roles work
collaboratively to solve code generation in self-collaboration. (1) The analyst conducts a compre-
hensive analysis and devises a plan to address the entire set of requirements. For this requirement,
the analyst first decomposes it into several easy-to-solve subtasks and then gives some high-level
plans based on the subtasks. (2) The coder implements a code according to the given requirements,
the devised decompositions, and high-level plans. It is evident that each sub-function and step
within this implemented code exhibits a nearly one-to-one correspondence with decompositions
and high-level plans. (3) The tester composes a detailed test report for the implemented code,
identifying errors within it. In this test report, the tester thinks that the implemented code may
lead to the removal of duplicate elements from the list, potentially resulting in the failure of some
edge test cases. Consequently, it is recommended to eliminate the line “lst = list(set(lst))” from the
implemented code. (4) The coder subsequently refines the code based on the feedback provided in
the test report. In the revised code, the recommendation from the test report is taken into account,
and the line “lst = list(set(lst))” is concurrently removed. (5) The tester assessed the revised code,
confirming that no issues exist and all tests pass, thus concluding the code generation process.

4.7.2 Complex Task. We apply self-collaboration code generation to a complex game develop-
ment requirement, with a case study shown in Figure 9. Self-collaboration approach generates
a working game that fulfills all requirements without human intervention. First, our approach
implements the correct game logic, where the mouse clicks to start the game, and the mouse
controls the character from the starting point, through all obstacles, and avoiding falling bombs to
reach the ending point. The game design ensures precise character control, feedback for win/loss
conditions, and correct collision detection with obstacles and bombs. Second, the specifications
outlined in the requirements have been adhered to, including the visual representation of the start
and end points, the necessary game assets loading, and the proper scaling of images. Third, it
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Fig. 8. Case study on HumanEval benchmark.

Fig. 9. Case study on complex tasks in real-world scenarios. Red markers are added to denote specific objects.

also notices some game logic that is not mentioned in the requirements, but perfectly in line with
common sense, such as “Bombs fall from the top of the screen and reset their position when they
hit the bottom.” In contrast, the result of direct generation is a rough draft of the Python script. This
script does not include all the functionality requested in the requirements. Even if we manually
input the instruction “Continue to add functionality” until ChatGPT thinks all functionality is
covered, it still fails to satisfactorily fulfill this requirement actually.
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Fig. 10. Case study on complex tasks in real-world scenarios.

We also conduct a case study related to website development. The requirement of this case
requires the model to develop a weather forecast website, involving the generation of multiple
types of files (HTML, CSS, and Javascript), which can be considered as a micro development project.
The case study of the website development is shown in Figure 10. Our self-collaboration code
generation approach produces a website that is superior to ChatGPT direct generation approach
in terms of functionality and visual appeal. The analysts make the generated code comprehen-
sive considering every requirement, including search functionality, weather information display,
temperature weather map, and so forth. The testers assure that each requirement has not been
misunderstood and is truly in line with the user’s intent. In contrast, the direct generation approach
occasionally falls short, either by missing certain requirements or misunderstanding them. For
instance, it often neglects to include some weather information and fails to display worldwide
temperature weather maps.
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5 Related Work
In this section, we outline the most relevant directions and associated papers of this work to
highlight our research’s innovative and advanced nature.

5.1 Multi-Agent Collaboration
Multi-agent collaboration refers to the coordination and collaboration among multiple AI systems
or the symbiotic collaboration between AI and human, working together to achieve a shared
objective [52]. This direction has been under exploration for a considerable length of time [12, 35].
Recent developments indicate a promising trajectory wherein multi-agent collaboration techniques
are being utilized to transcend the limitations of LLMs. The ways of multi-agent collaboration with
LLMs are diverse. Recently, VisualGPT [58] and HuggingGPT [50] explore the collaboration of
LLMs with other models, specifically the LLMs are used as decision centers to control and invoke
other models to handle more domains, such as vision, speech, and signals. CAMEL [28] explores
the possibility of interaction between two LLMs. These studies primarily employ case studies in
the experimental phase to demonstrate their effectiveness with specific prompts for each case. In
contrast, our research utilizes both quantitative and qualitative analysis to provide a comprehensive
evaluation of self-collaboration code generation. By introducing SDM, we achieve steady and
significant improvements for all evaluations in this article with uniform role instructions.

Our work aligns with the concept of self-collaboration of LLMs, but it is uniquely positioned
within the field of software engineering, which intrinsically fosters collaborative attributes. To the
best of our knowledge, we are the first to introduce the waterfall model in SDM to the collaboration
among LLMs. We demonstrate the feasibility of this approach and provide the direction for future
work on multi-agent collaboration.

5.2 Instruction and Prompt Engineering
The success of LLMs has led to extensive attention to instruction and prompt engineering. This
direction is primarily concerned with designing and optimizing model inputs, i.e., prompts or
instructions, to more precisely guide the models to generate the desired outputs. This is a critical
task since the behavior of LLMs depends heavily on the inputs they receive [6, 17, 31].

Recent studies have shown that well-designed prompting methods, such as CoT prompting [56]
and zero-shot CoT [27], can significantly improve the performance of LLMs, even beyond the
scaling law. In addition, improved approaches such as Least-to-most prompting and PAL, based
on the CoT approach, further enhance LLMs in solving complex tasks, such as reasoning and
mathematical tasks. Meanwhile, since hand-crafted instructions or prompts may not always be
optimal, some researchers have explored automated instruction or prompt generation approaches
[24, 44, 51, 65]. These approaches try to find or optimize the best instructions or prompts for a
specific task in order to improve model performance and accuracy.

In this work, we incorporate role-playing in the instructions to enable the same LLM to be
differentiated into different roles, and demonstrate the effectiveness of role-playing.This encourages
the model to think and problem-solve from the perspective of the given role, thus ensuring diverse
and collaborative contributions toward the solution.

5.3 Application of LLMs in Various Stages of Software Development
With the increasing abilities of LLMs, there is an increasing interest in using them for tasks
that facilitate various stages of software development, such as code generation, automated test
generation, and automated program repair (APR).
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The work [2] explores the potential of LLMs in driving requirements engineering processes.
The work [62] applied LLMs to code generation and demonstrated significant improvement in
the pass rate of generated complex programs. The work [25] employed LLMs for generating tests
to reproduce a given bug report and found that this approach holds great potential in enhancing
developer efficiency. The work [47] also demonstrates the effectiveness of applying LLMs to test
generation. In a comprehensive study conducted by the work [59], the direct application of LLMs
for APR was explored and it was shown that LLMs outperform all existing APR techniques by
a substantial margin. Additionally, the work [60] successfully implemented conversational APR
using ChatGPT.

The applications of LLMs in software development, as highlighted above, have shown numerous
successful outcomes in different stages. However, these successes are limited to individual task
(stage) of software development. These tasks can be performed synergistically through LLMs
to maximize their overall impact and thus achieve a higher level of automation in software
development.

5.4 Code Generation with Other Stage of Software Development
There are a few works that use various stages of software development to enhance code generation
based on LLMs without retraining. Some existing approaches pick the correct or best solution
from multiple candidates by reranking. CodeT [7] employs a language model to automatically
generate test cases for code samples and subsequently utilizes a dual execution agreement to rank
the code. Coder-Reviewer [63] introduces an additional reviewer model to enhance the coder model,
which generates requirements based on the code and calculates the maximum likelihood to rank
the generated code. They provide no feedback to the model, so that falls under the category of
post-processing. Recently, another type of approach focuses on improving the quality of generated
code. Self-planning [23] introduces a planning stage prior to code generation. Self-debugging [9]
teaches LLM to perform rubber duck debugging after code generation. They rely on few-shot
prompting to instruct LLM, which requires a certain amount of effort to construct demonstration
examples as prompts for each dataset.

Our work proposes self-collaboration code generation, which can cover any stage of the software
development process with little effort to customize the role instructions. Each role can be regarded
as an “expert” responsible for a distinct stage and provides feedback to each other to improve the
quality of the final generated code. Moreover, we introduce SDM, which is imperative for solving
complex code generation tasks and practical software development problems.

6 Discussion and Future Work
In this section, we discuss some limitations of this work and present a set of potential directions
for future research.

(1) There are still some gaps between the evaluation benchmark we used and the actual software
development scenarios. Because there is still a lack of benchmarks and corresponding evaluation
metrics that can truly reflect actual software development tasks. In order to alleviate this problem,
we have selected some more complex tasks originating from actual scenarios for the case study.

(2) Although the virtual team we have assembled is a fully autonomous system and the roles in
the virtual team can monitor and correct each other, incorporating a small amount of guidance
from human experts to oversee the functioning of the virtual team would help enhance the utility
of our approach in real-world application scenarios.

(3) In this study, we constructed a virtual development team consisting of three roles to target
the code generation task. However, for other problems, the team structure may need to be adjusted
accordingly. It is worth emphasizing that our proposed approach is not limited to the traditional
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software engineering domain, and it has the potential to build virtual teams consisting of specific
roles for a variety of problems in other domains as well.

7 Conclusion
In this article, we have proposed a self-collaboration framework designed to enhance the problem-
solving capability of LLMs in a collaborative and interactive way. We investigate the potential of
LLMs in facilitating collaborative code generation within software development processes. Specif-
ically, based on the proposed framework, we assemble an elementary team consisting of three
distinct LLM agents, designed to address code generation tasks collaboratively. Extensive experi-
mental results demonstrate the effectiveness and generalizability of self-collaboration framework.
In conclusion, self-collaboration framework provides an effective approach to automatic code gener-
ation. This innovative approach has the potential to substantially improve the quality of generated
code, reduce human intervention, and accelerate the development of complex software systems.
Moreover, our work can serve as a foundation for future research on multi-agent collaboration
approaches in various domains and the development of more advanced and specialized virtual
teams to tackle more complex tasks.

Appendices
A Preliminary Knowledge
A.1 Code Generation
Code generation is a technology that automatically generates source code to facilitate automatic
machine programming in accordance with user requirements. It is regarded as a significant approach
to enhancing the automation and overall quality of software development. Existing code generation
approaches demonstrate relative proficiency in addressing “minor requirements” scenarios, such
as function completion and line-level code generation. However, when confronted with complex
requirements and software system design, they fall short of offering a comprehensive solution.

A.2 Software Development
Software development is a product development process in which a software system or software part
of a system is built according to user requirements. The software development lifecycle (SDLC)
breaks up the process of creating a software system into discrete stages, including requirement
analysis, planning and design, coding, testing, deployment, and maintenance. Software engineering
methodology provides a framework for the development process and defines the stages and activities
involved in the development of software. Different software development methodologies typically
follow the SDLC, but they differ slightly in their implementation. Some common methodologies
include Waterfall, Agile, and DevOps.

Software development is a complex process that involves many different activities and stages, ne-
cessitating the formation of a software development team. The structure of a software development
team typically includes roles such as developers, testers, designers, analysts, project managers, and
other specialists. However, the structure of the software development team can be adjusted depend-
ing on factors such as the type and complexity of the project and even the chosen methodology.

A.3 Waterfall Model
The waterfall development model is the most classic software development methodology, which
has the following advantages: (1) Its linear and sequential nature facilitates ease of understanding
and implementation, particularly for LLMs. (2) Each phase within this model is distinctly defined,
accompanied by specific deliverables and a rigorous review process, which enhances manageability.
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Table 7. Effectiveness of ChatGPT Roles in Self-Collaboration Code Generation with “NL + Signature + Use
Cases” Setting

Approach HumanEval HumanEval-ET MBPP MBPP-ET

Direct 57.3 42.7 52.2 36.8
Self-Collaboration (Virtual Team)
Analyst-Coder 73.5 (↑ 28.2%) 55.2 (↑ 29.2%) 65.3 (↑ 25.1%) 48.9 (↑ 32.9%)
Coder-Tester 60.3 (↑ 5.3%) 45.2 (↑ 5.9%) 64.2 (↑ 23.0%) 48.3 (↑ 31.3%)
Analyst-Coder-Tester 74.4 (↑ 29.9%) 56.1 (↑ 31.4%) 68.2 (↑ 30.7%) 49.5 (↑ 34.6%)

The green highlights indicate the improvements in comparison to the baseline approach. Bold values denote the best
performance.

(3) It enables the early detection and rectification of issues, which can significantly mitigate the
costs and adverse impacts of errors identified in subsequent phases of the project. For alternative
approaches, one may consider pair programming, test-driven development, and other software
development methodologies.

B Detailed Settings and Baselines
In this article, we employ two prevalent settings for code generation: The first setting, referred to
as NL + signature + use cases, provides an NL description, function signature, and use cases as
input prompts. The second setting denoted as NL-only, exclusively utilizes the NL description as
an input prompt. Despite the widespread use of the first setting, it encounters several issues, as
outlined below:

(1) The function signature contains valuable information, such as the function name, argument
types, names, and return value type, as do use cases.

(2) This setting is mainly suited for function-level code generation and proves challenging to
extend to file-level or repository-level code generation.

(3) Some code-generation benchmarks, such as MBPP, do not provide function signatures and
use cases, which is also common in real-world scenarios.

To this end, we also explore the second setting, namely NL-only, which is more consistent with
real-world development scenarios.

C Ablation Study with Roles in Self-Collaboration Code Generation
We verify the performance of roles in self-collaboration code generation in “NL + signature + use
cases” settings where signatures and use cases are provided in addition to NL. The results of this
evaluation are displayed in Table 7. As demonstrated in the findings, the self-collaboration code
generation is far more effective than the single LLM agent, which focuses only on the coding phase.
Furthermore, in this experimental setup, the role of analysts is particularly pronounced. In numerous
cases, the influence of the Analyst-Coder is nearly equivalent to that of the entire team. In the
absence of analysts, testers are able to detect coding errors to a certain degree. However, integrating
analysts, coders, and testers into cohesive teams maximizes efficiency and yields superior results.

We also performed ablation studies with roles on MBPP in “NL-only” setting. benchmark. The
results are shown in Table 8. From the results, it is clear that different roles perform differently on
MBPP than on HumanEval. The coder-tester team attained the highest performance on MBPP and
MBPP-ET benchmarks, with relative improvements of 36.7% and 39.4%, respectively.

The suboptimal performance of the analyst onMBPP andMBPP-ET benchmarksmay be attributed
to some tasks in MBPP feature inputs and outputs that diverge from conventional human coding
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Table 8. Effectiveness of ChatGPT Roles in Self-Collaboration
Code Generation on MBPP with “NL-Only” Setting

Roles MBPP MBPP-ET

Coder 47.5 34.3
+ Analyst 54.8 (↑ 15.4%) 39.9 (↑ 16.4%)
+ Tester 64.9 (↑ 36.7%) 47.8 (↑ 39.4%)
+ Analyst + Tester 55.5 (↑ 16.9%) 40.8 (↑ 19.0%)

Thegreen highlights indicate the improvements in comparison to the baseline
approach. Bold values denote the best performance.

Fig. 11. Case study on MBPP benchmark.

practices and cognitive processes, and they lack any hints provided in requirement. Analysis on
such unconventional data usually yields results that align with human habits, while coding directly
based on requirements can handle this unconventional data. Based on our experimental results
and the phenomenon we observed, we suspect there might be some degree of data contamination
in MBPP. However, considering this fact, we still choose to publish these results. Under “NL +
signature + use cases” setting, LLM has access to more comprehensive input-output information,
and we find that the role of the analyst is significant.

D Extended Case Study
In addition to the case study on HumanEval benchmark mentioned in the article, we present
additional case studies on MBPP and HumanEval benchmarks, as depicted in Figures 11 and
12. These examples illustrate the efficacy of our self-collaboration code generation approach in
addressing challenges that are difficult to overcome using the single LLM agent.

Setup. We employ GPT-4 as the base model for case studies on complex tasks. We establish three
sessions, each accommodating a distinct role within the virtual team for self-collaboration. The role
instructions in each case are consistent, with no provision for customized alterations. Note that
these experiments can be seen as being conducted completely autonomously by teams of models.
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Fig. 12. Case study on HumanEval benchmark.

E The Instruction of Baselines Pair Programming
We configure a type of pair programming team whose role instructions are as follows:

DRIVER = “I want you to act as the driver in this team. Your job is as follows:
1. You are responsible for writing code, i.e. translating your understanding of the requirement
into code.
2. You need to explain the code to help the observer understand what you have written.
3. If you receive suggestions from the observer, you need to fix or improve your code based
on his suggestions. Ensure that any changes made to the code do not introduce new bugs
or negatively impact the performance of the code.”

OBSERVER = “I want you to act as the observer in this team. You will receive the code
written by the driver, and your job is as follows:
1. You are primarily responsible for reviewing code written by drivers to ensure its quality
and accuracy. You need to provide suggestions on the code written by the drivers.
2. You also need to think about the needs that the code meets.
3. You also need to predict possible problems and errors and instruct drivers to correct
them.”
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TEAM = “There is a pair programming team that includes a driver, and an observer. The
team needs to develop a program that meets a requirement. The different roles have different
divisions of labor and need to cooperate with each others.”

F The Prompt and Instruction of Baselines without Role-Playing
To verify the efficacy of the role-playing strategy, we employ two baselines without role-playing:
instruction (zero-shot) and few-shot prompting.
Instruction (Zero-Shot) is the part that removes the role-playing from the role instructions of

self-collaboration framework. We make a slight change to keep the sentence natural. Since coders
have two parts of responsibility (i.e., coding and repair), we split it into two instructions. The
instructions for each stage are as follows:

ANALYSIS = “1. Decompose the requirement into several easy-to-solve subproblems that
can be more easily implemented by the developer.
2. Develop a high-level plan that outlines the major steps of the program.
Remember, your plan should be high-level and focused on guiding the developer in writing
code, rather than providing implementation details.”

CODING = “Write code in Python that meets the requirements following the plan. Ensure
that the code you write is efficient, readable, and follows best practices.
Remember, do not need to explain the code you wrote.”

REPAIRING= “Fix or improve the code based on the content of the report. Ensure that any
changes made to the code do not introduce new bugs or negatively impact the performance
of the code. Remember, do not need to explain the code you wrote.”

TESTING = “1. Test the functionality of the code to ensure it satisfies the requirements.
2. Write reports on any issues or bugs you encounter.
3. If the code or the revised code has passed your tests, write a conclusion “Code Test
Passed”.
Remember, the report should be as concise as possible, without sacrificing clarity and
completeness of information. Do not include any error handling or exception handling
suggestions in your report.”

Few-Shot Prompting intends to convey to model the task of each stage by example. We sample
four examples from the dataset for prompting. For fairness, we exclude the four examples from
the evaluation and keep all approaches consistent in experiments. The prompt for each stage is as
follows:

ANALYSIS = “
Requirement:
prime_fib returns n-th number that is a Fibonacci number and it’s also prime.
Plan:
1. Create a function to check if a number is prime.
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2. Generate a Fibonacci sequence.
3. Check if each number in the Fibonacci sequence is prime, decrement the counter.
4. If the counter is 0, return the Fibonacci number.
end

Requirement:
Create a function that takes integers, floats, or strings representing real numbers, and
returns the larger variable in its given variable type. Return None if the values are equal.
Note: If a real number is represented as a string, the floating point might be . or ,
Plan:
1. Store the original inputs.
2. Check if inputs are strings and convert to floats.
3. Compare the two inputs and return the larger one in its original data type.
end

Requirement:
Create a function which takes a string representing a file’s name, and returns ‘Yes’ if the
file’s name is valid, and returns ‘No’ otherwise. A file’s name is considered to be valid if and
only if all the following conditions are met: - There should not be more than three digits
(‘0’-‘9’) in the file’s name. - The file’s name contains exactly one dot ‘.’ - The substring before
the dot should not be empty, and it starts with a letter from the latin alphapet (‘a’-‘z’ and
‘A’-‘Z’). - The substring after the dot should be one of these: [‘txt’, ‘exe’, ‘dll’]
Plan:
1. Check if the file name is valid according to the conditions.
2. Return “Yes” if valid, otherwise return “NO”.
end

Requirement:
This function takes a list l and returns a list l’ such that l’ is identical to l in the odd indicies,
while its values at the even indicies are equal to the values of the even indicies of l, but
sorted.
Plan:
1. Create a list of all the even indices of the given list.
2. Sort the list of even indices.
3. Create a new list that is identical to the original list in the odd indicies, and equal to the
sorted even indices in the even indicies.
end

Requirement:
{x_test}

Plan:
”

CODING = “
Requirement: prime_fib returns n-th number that is a Fibonacci number and it’s also prime.
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Plan: 1. Create a function to check if a number is prime. 2. Generate a Fibonacci sequence. 3.
Check if each number in the Fibonacci sequence is prime, decrement the counter. 4. If the
counter is 0, return the Fibonacci number.
Code:

def is_prime(n: int):
if n < 2:

return False
for i in range(2, n):

if n % i == 0:
return False

return True
fib_seq = [1, 1]
counter = n
while counter > 0:

fib_seq.append(fib_seq[-1] + fib_seq[-2])
if is_prime(fib_seq[-1]):

counter -= 1
return fib_seq[-1]

end

Requirement: Create a function that takes integers, floats, or strings representing real
numbers, and returns the larger variable in its given variable type. Return None if the values
are equal. Note: If a real number is represented as a string, the floating point might be . or ,
Plan: 1. Store the original inputs. 2. Check if inputs are strings and convert to floats. 3.
Compare the two inputs and return the larger one in its original data type.
Code:

def compare_one(a, b):
a_original = a
b_original = b
if isinstance(a, str):

a = float(a.replace(',', '.'))
if isinstance(b, str):

b = float(b.replace(',', '.'))
if a > b:

return a_original
elif b > a:

return b_original
else:

return None

end

Requirement: Create a function which takes a string representing a file’s name, and returns
‘Yes’ if the file’s name is valid, and returns ‘No’ otherwise. A file’s name is considered to
be valid if and only if all the following conditions are met: - There should not be more
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than three digits (‘0’-‘9’) in the file’s name. - The file’s name contains exactly one dot ‘.’ -
The substring before the dot should not be empty, and it starts with a letter from the latin
alphapet (‘a’-‘z’ and ‘A’-‘Z’). - The substring after the dot should be one of these: [‘txt’, ‘exe’,
‘dll’]
Plan: 1. Check if the file name is valid according to the conditions. 2. Return “Yes” if valid,
otherwise return “NO”.
Code:

def file_name_check(file_name):
if len(re.findall(r'\\d', file_name)) > 3:

return 'No'
if len(re.findall(r'\\.', file_name)) != 1:

return 'No'
if not re.match(r'[a-zA-Z]', file_name.split('.')[0]):

return 'No'
if file_name.split('.')[1] not in ['txt', 'exe', 'dll']:

return 'No'
return 'Yes'

end

Requirement: This function takes a list l and returns a list l’ such that l’ is identical to l in
the odd indicies, while its values at the even indicies are equal to the values of the even
indicies of l, but sorted.
Plan: 1. Create a list of all the even indices of the given list. 2. Sort the list of even indices. 3.
Create a new list that is identical to the original list in the odd indicies, and equal to the
sorted even indices in the even indicies.
Code:

def sort_even(l: list):
even_indices = [x for x in range(len(l)) if x % 2 == 0]
sorted_even_indices = sorted(l[i] for i in even_indices)
result = []
for i in range(len(l)):

if i % 2 == 0:
result.append(sorted_even_indices.pop(0))

else:
result.append(l[i])

return result

end

{x_test}

Code: ”

REPAIRING = “
Requirement: prime_fib returns n-th number that is a Fibonacci number and it’s also prime.
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Code:

def is_prime(n):
if n <= 1:

return False
if n <= 3:

return True
if n % 2 == 0 or n % 3 == 0:

return False
i = 5
while i * i <= n:

if n % i == 0 or n % (i + 2) == 0:
return False

i += 6
return True

def prime_fib(n):
if n <= 0:

raise ValueError("n must be a positive integer.")

fib = [0, 1] # Initial Fibonacci sequence
count = 0 # Count of prime Fibonacci numbers

while count < n:
# Generate the next Fibonacci number
next_fib = fib[-1] + fib[-2]

# Check if the new Fibonacci number is prime
if is_prime(next_fib):

count += 1

# Append the new Fibonacci number to the list
fib.append(next_fib)

return fib[-2] # The last prime Fibonacci number

Test Report: After rigorous testing and inspection of the provided code, several issues have
been identified that affect the correct functionality of the program: The function is_prime
checks for prime numbers, but it returns True for 1 and this behavior deviates from the
standard definition where 1 is not considered a prime number. In the function prime_fib,
the starting Fibonacci sequence is [0, 1]. While technically correct, this could result in the
function considering 0 as a potential prime Fibonacci number, which is incorrect. In the
same function, the return statement returns the second-to-last element of the Fibonacci
sequence (fib[-2]), which is not necessarily the nth prime Fibonacci number the function is
supposed to return. The above-mentioned issues need to be addressed to ensure the correct
execution of the program. After these issues are fixed, the code should correctly return the
nth prime number in the Fibonacci sequence.
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Modified Code:

def is_prime(n: int):
if n < 2:

return False
for i in range(2, n):

if n % i == 0:
return False

return True
fib_seq = [1, 1]
counter = n
while counter > 0:

fib_seq.append(fib_seq[-1] + fib_seq[-2])
if is_prime(fib_seq[-1]):

counter -= 1
return fib_seq[-1]

end

Requirement: Create a function that takes integers, floats, or strings representing real
numbers, and returns the larger variable in its given variable type. Return None if the values
are equal. Note: If a real number is represented as a string, the floating point might be . or ,
Code:

def compare_one(a, b):
if a == b:

return None

if isinstance(a, str):
a = float(a.replace(',', '.'))

if isinstance(b, str):
b = float(b.replace(',', '.'))

if isinstance(a, int) and isinstance(b, int):
return max(a, b)

else:
return float(max(a, b))

Test Report: The testing of the function ‘compare_one‘ in the provided code has revealed
several significant issues: 1. The function does not appropriately handle the case where both
inputs are equal. It returns ‘None‘ instead of returning the equal values. 2. The function
doesn’t retain the original type of the inputs when they are both integers. It converts the
maximum value to a float before returning, which could lead to incorrect type handling in
further operations. 3. If the larger value was originally a string, the function returns a float
or int rather than the original string. Fixing these issues should result in a function that
correctly compares two values, converting strings to floats for comparison if necessary, and
returning the larger value in its original form, or ‘None‘ if they are equal.
Modified Code:
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def compare_one(a, b):
a_original = a
b_original = b
if isinstance(a, str):

a = float(a.replace(',', '.'))
if isinstance(b, str):

b = float(b.replace(',', '.'))
if a > b:

return a_original
elif b > a:

return b_original
else:

return None

end

Requirement: This function takes a list l and returns a list l’ such that l’ is identical to l in
the odd indicies, while its values at the even indicies are equal to the values of the even
indicies of l, but sorted.
Code:

def file_name_check(file_name):
if len(re.findall(r'\\d', file_name)) > 3:

return 'No'
if len(re.findall(r'\\.', file_name)) != 1:

return 'No'
if not re.match(r'[a-zA-Z]', file_name.split('.')[0]):

return 'No'
if file_name.split('.')[1] not in ['txt', 'exe', 'dll']:

return 'No'
return 'Yes'

Test Report: Upon careful examination and testing of the ‘file_name_check’ function, it was
found to perform as expected. The function successfully verifies whether a file name meets
certain criteria: - It contains no more than three digits. - It has exactly one period. - It starts
with a letter before the period. - The extension after the period is one of ‘txt’, ‘exe’, or ‘dll’. If
the file name meets all of these conditions, the function returns ‘Yes’. Otherwise, it returns
‘No’. In conclusion, no issues were found during testing. The ‘file_name_check’ function
has passed all tests and is working as expected. Code Test Passed
Modified Code: ‘file_name_check’ function passed all tests and is working as expected. So
the code has no need to change.
end

Requirement: This function takes a list l and returns a list l’ such that l’ is identical to l in
the odd indicies, while its values at the even indicies are equal to the values of the even
indicies of l, but sorted.
Code:
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def sort_even(l: list):
even_indices = [l[i] for i in range(len(l)) if i % 2 == 0]
sorted_even_indices = sorted(even_indices)

l_prime = l.copy()

for i in range(len(l_prime)):
if i % 2 == 0:

l_prime[i] = sorted_even_indices.pop(0)

return l_prime

Test Report: Upon careful examination and testing of the ‘sort_even‘ function in the provided
code, the following issues were discovered: 1. The function sorts elements at even indices in
the list, rather than sorting even numbers themselves. Addressing these issues will result
in a function that correctly sorts all even numbers in the input list while maintaining the
order and position of odd numbers.
Modified Code:

def sort_even(l: list):
even_indices = [x for x in range(len(l)) if x % 2 == 0]
sorted_even_indices = sorted(l[i] for i in even_indices)
result = []
for i in range(len(l)):

if i % 2 == 0:
result.append(sorted_even_indices.pop(0))

else:
result.append(l[i])

return result

end

{x_test}

Modified Code: ”

TESTING = ”
Requirement: prime_fib returns n-th number that is a Fibonacci number and it’s also prime.
Code to test:

def is_prime(n):
if n <= 1:

return False
if n <= 3:

return True
if n % 2 == 0 or n % 3 == 0:

return False
i = 5
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while i * i <= n:
if n % i == 0 or n % (i + 2) == 0:

return False
i += 6

return True

def prime_fib(n):
if n <= 0:

raise ValueError("n must be a positive integer.")

fib = [0, 1] # Initial Fibonacci sequence
count = 0 # Count of prime Fibonacci numbers

while count < n:
# Generate the next Fibonacci number
next_fib = fib[-1] + fib[-2]

# Check if the new Fibonacci number is prime
if is_prime(next_fib):

count += 1

# Append the new Fibonacci number to the list
fib.append(next_fib)

return fib[-2] # The last prime Fibonacci number

Test Report: After rigorous testing and inspection of the provided code, several issues have
been identified that affect the correct functionality of the program: The function is_prime
checks for prime numbers, but it returns True for 1 and this behavior deviates from the
standard definition where 1 is not considered a prime number. In the function prime_fib,
the starting Fibonacci sequence is [0, 1]. While technically correct, this could result in the
function considering 0 as a potential prime Fibonacci number, which is incorrect. In the
same function, the return statement returns the second-to-last element of the Fibonacci
sequence (fib[-2]), which is not necessarily the nth prime Fibonacci number the function is
supposed to return. The above-mentioned issues need to be addressed to ensure the correct
execution of the program. After these issues are fixed, the code should correctly return the
nth prime number in the Fibonacci sequence.
end

Requirement: Create a function that takes integers, floats, or strings representing real
numbers, and returns the larger variable in its given variable type. Return None if the values
are equal. Note: If a real number is represented as a string, the floating point might be . or ,
Code to test:

def compare_one(a, b):
if a == b:

return None
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if isinstance(a, str):
a = float(a.replace(',', '.'))

if isinstance(b, str):
b = float(b.replace(',', '.'))

if isinstance(a, int) and isinstance(b, int):
return max(a, b)

else:
return float(max(a, b))

Test Report: The testing of the function ‘compare_one’ in the provided code has revealed
several significant issues: 1. The function does not appropriately handle the case where both
inputs are equal. It returns ‘None’ instead of returning the equal values. 2. The function
doesn’t retain the original type of the inputs when they are both integers. It converts the
maximum value to a float before returning, which could lead to incorrect type handling in
further operations. 3. If the larger value was originally a string, the function returns a float
or int rather than the original string. Fixing these issues should result in a function that
correctly compares two values, converting strings to floats for comparison if necessary, and
returning the larger value in its original form, or ‘None’ if they are equal.
end

Requirement: Create a function which takes a string representing a file’s name, and returns
‘Yes’ if the file’s name is valid, and returns ‘No’ otherwise. A file’s name is considered to
be valid if and only if all the following conditions are met: - There should not be more
than three digits (‘0’-‘9’) in the file’s name. - The file’s name contains exactly one dot ‘.’ -
The substring before the dot should not be empty, and it starts with a letter from the latin
alphapet (‘a’-‘z’ and ‘A’-‘Z’). - The substring after the dot should be one of these: [‘txt’, ‘exe’,
‘dll’]
Code to test:

def file_name_check(file_name):
if len(re.findall(r'\\d', file_name)) > 3:

return 'No'
if len(re.findall(r'\\.', file_name)) != 1:

return 'No'
if not re.match(r'[a-zA-Z]', file_name.split('.')[0]):

return 'No'
if file_name.split('.')[1] not in ['txt', 'exe', 'dll']:

return 'No'
return 'Yes'

Test Report: Upon careful examination and testing of the ‘file_name_check’ function, it
was found to perform as expected. The function successfully verifies whether a file name
meets certain criteria: - It contains no more than three digits. - It has exactly one period. - It
starts with a letter before the period. - The extension after the period is one of ‘txt’, ‘exe’, or
‘dll’. If the file name meets all of these conditions, the function returns ‘Yes’. Otherwise, it
returns ‘No’. In conclusion, no issues were found during testing. The ‘file_name_check’
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function has passed all tests and is working as expected. Code Test Passed
end

Requirement: This function takes a list l and returns a list l’ such that l’ is identical to l in
the odd indicies, while its values at the even indicies are equal to the values of the even
indicies of l, but sorted.
Code to test:

def sort_even(l: list):
even_indices = [l[i] for i in range(len(l)) if i % 2 == 0]
sorted_even_indices = sorted(even_indices)

l_prime = l.copy()

for i in range(len(l_prime)):
if i % 2 == 0:

l_prime[i] = sorted_even_indices.pop(0)

return l_prime

Test Report: Upon careful examination and testing of the ‘sort_even’ function in the
provided code, the following issues were discovered: 1. The function sorts elements at
even indices in the list, rather than sorting even numbers themselves. Addressing these
issues will result in a function that correctly sorts all even numbers in the input list while
maintaining the order and position of odd numbers.
end

{x_test}

Test Report: ”
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